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a b s t r a c t

False data injection (FDI) attacks are crucial security threats to smart grid cyber-physical system (CPS),
and could result in cataclysmic consequences to the entire power system. However, due to the high
dependence on open information networking, countering FDI attacks is challenging in smart grid CPS.
Most existing solutions are based on state estimation (SE) at the highly centralized control center; thus,
computationally expensive. In addition, these solutions generally do not provide a high level of security
assurance, as evidenced by recentwork that smart FDI attackerswith knowledge of system configurations
can easily circumvent conventional SE-based false data detection mechanisms. In this paper, in order
to address these challenges, a novel distributed host-based collaborative detection method is proposed.
Specifically, in our approach, we use a conjunctive rule basedmajority voting algorithm to collaboratively
detect false measurement data inserted by compromised phasor measurement units (PMUs). In addition,
an innovative reputation system with an adaptive reputation updating algorithm is also designed to
evaluate the overall running status of PMUs, by which FDI attacks can be distinctly observed. Extensive
simulation experiments are conducted with real-timemeasurement data obtained from the PowerWorld
simulator, and the numerical results fully demonstrate the effectiveness of our proposal.

© 2016 Elsevier Inc. All rights reserved.
1. Introduction

Smart grid cyber-physical system (CPS) is designed to facilitate
highly efficient, accurate, and reliable power delivery as well as
sustainable energy integration and utilization [22,40]. Despite the
potential benefits of a smart grid CPS, there are underlying threats
that could jeopardize the security of the system and consequently,
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have a cascading effect on the stability of the society [22,9,17,21]
(see Fig. 1 the system view of a smart grid CPS).

In recent times, a number of high profile incidents target-
ing smart grid as well as other CPSs have been reported, e.g.,
Stuxnet [12], Conficker [36], and US drones hack [14]. Malicious
attackers may attempt to falsify sensor measurements, embed
fake control commands, delay or drop sensor readings or control
commands [22,1,13,8]. False data injection (FDI) attacks are in-
creasingly recognized as a serious threat to smart grid CPS, and un-
surprisingly, have been the focus of computer security researchers
and industry practitioners. FDI attacks and mitigation strategies
on smart grid CPS have been also evolved over the years. Conven-
tional false data detection (FDD) approaches are generally based on
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Fig. 1. The system view of a smart grid CPS.

system state estimation (SE) [24,7,18]. However, Liu et al. in [23]
showed that smart FDI attackers armed with the knowledge of
system configurations could easily bypass the traditional SE-based
FDD schemes without detection. Consequently, existing FDD ap-
proaches may be ineffective against newer or emerging FDI at-
tacks. The major limitation of legacy FDD schemes is that they
mainly focus on the inter-correlations among the measurement
data (e.g., residuals and errors), rather than the malicious behav-
iors of meter devices, such as phasor measurement units (PMUs)
and smart meters. Furthermore, in existing literature FDD is gen-
erally performed by the power system’s centralized control center
(CC), due to the demanding computational requirements [7,18]. Al-
though a small number of hierarchical or distributed FDD schemes
are designed to reduce the computation requirements at the CC
[2,26], most of them are still based on SE; thus, vulnerable to smart
attackers. Another limitation of legacy FDD methods is that some
prevailing countermeasures against cyber intrusion only aim to de-
tect the ‘‘bad’’ data without further evaluating the true running
status of the meter devices that might already be compromised
by malicious attackers [24,2,15]. These undetected hidden attack-
ers can continue to launch or improve their attacks subsequently.
Therefore, countering against FDI attacks in smart grid CPS remains
a research challenge, and one that we seek to address in this paper.

Thus, we propose a distributed host-based collaborative
detection (DHCD) method based on rule specifications, rather
than SE. DHCD can not only reduce the computational burden
of the CC, but also achieve fast FDD and the capability to
evaluate the running status of meter devices. Specifically, in our
method, each PMU is assigned a host monitor (HM) serving as
the distributed local false data detector. Based on a set of pre-
defined rule specifications, themonitors determine the anomalous
levels of measurement data collected by their supervised PMUs.
Then, by sharing and comparing the anomalous levels of the
measurement data collected by the neighboring interconnected
PMUs, these interconnected monitors collaboratively make a
decision based on the majority voting algorithm to determine
whether their own measurement data is falsified. To evaluate the
overall running status of the PMUs, a reputation system with an
adaptive reputation updating (ARU) algorithm is designed, where
a malfunction of PMU can be easily identified. The contributions of
our work are summarized as follows:

1. We develop a DHCD method to detect FDI attacks in smart
grid CPS based on rule specifications, which can be used to
effectively mitigate smart FDI attacks.

2. Ourmethod can not only achieve fast and high accuracy of FDD,
but also allow the identification of compromised PMUs using
our designed reputation system.

3. Our distributed detection method will ‘‘displace’’ the compu-
tational burden of the CC by delegating FDD tasks to the local
monitors.
The remainder of this paper is organized as follows. Section 2
reviews the related literature. Section 3presents the systemmodel,
the threat model, and our design goals. The DHCD method is
detailed in Section 4, followed by the performance evaluation in
Section 5. Section 6 concludes the paper with future research
directions.

2. Related work

Intrusion detection has been extensively studied in the
literature [30,16], including for smart grids [22,1,8], wireless
sensor networks [19,34,39], mobile ad hoc networks [27], etc.

Since the seminal work of Schweppe et al. who proposed a
static SE-based approach to detect bad data in electric power sys-
tems [35], FDD has been the focus of research in the power system
industry. Over the years, a number of FDD approaches based on
SE designed to mitigate FDI attacks in smart grid CPS have been
proposed [24,7,15]. For example, Merrill and Schweppe presented
a bad data suppression estimator based on a non-quadratic cost
function to improve the performance of static SE [24]. Handschin
et al. presented a method to detect and identify the bad data and
structural error problems, and improved bad data analysis (detec-
tion probability, and effects of bad data) [15]. Cutsem et al. also
proposed an identification method attempting to alleviate some
existing difficulties, such as multiple and interacting bad data [10].

However, Liu et al. demonstrated that a new class of smart at-
tackers armed with the knowledge of system configurations were
capable of constructing a set of falsified data to circumvent the
legacy SE-based FDDmechanisms [23]. Xie et al. also explained that
some potential attackers were able to launch FDIs in deregulated
electricity markets [40]. Thus, a small number of detection meth-
ods have been proposed to identify such ‘‘undetectable’’ attackers.
Pasqualetti proposed a unified framework and advanced monitor-
ing procedure to detect malfunctions or measurement corruptions
of network components caused by an omniscient adversary [28].
Bobba et al. attempted to detect smart FDI attacks by protecting
a strategically selected set of sensor measurements and finding a
way to independently verify or measure these measurements [3].

Rather than using the static SE and to fully leverage the features
of meter devices’ anomalous behaviors, our proposed DHCD
method mitigates FDIs by establishing a rule specification based
behavior model and collaboratively verifying the measurement
data. In addition, we design a novel reputation system with an
ARU algorithm to evaluate the running status of PMUs, by which
FDI attacks can be easily observed. Furthermore, our distributed
detection system can significantly enhance the efficiency of FDD
tasks.

3. Models and design goals

In this section, we introduce the system model, the threat
model, and our design goals.

3.1. System model

A smart grid CPS is a fully automated system capable of
achieving self-healing, cost reduction, improved reliability and
efficiency. These promising benefits are intensively grounded on
the wide area measurement and control system (WAMCS), as it
can provide high-level observability and controllability in power
system operations [20,32,33]. Thus, in this paper, we consider the
WAMCS as our system model.

As shown in Fig. 2, WAMCS is an integrated system consisting
of PMUs, phasor data concentrators (PDCs), heterogeneous com-
munication networks, and a CC. Specifically, PMUs, located at the
substations of the power generation and transmission system, are
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Fig. 2. The architecture of wide area measurement and control system.

capable of measuring the real-time status of the power system. For
example, the real-time amplitude and phase angle of voltage at the
bus, of current on the transmission line, and of the power at each
branch, can be measured by the PMUs. These measurement data
are then periodically transmitted to the PDCs, usually in 50 Hz,
through the local area network (LAN). Then, the aggregated data at
the PDCs are delivered to the CC via the wide area network (WAN)
for further data analysis, such as state estimation, event diagnos-
tics, and contingency analysis.

3.2. Threat model

The real-time data provided by PMUs serve as the basis
for automated, efficient, and reliable system control. However,
adversaries seeking to intervene or manipulate system oper-
ations can attempt to inject false measurement data through
compromised PMUs. Successful FDI attack may compromise the
above-mentioned promising functionalities or even jeopardize the
system operations.

In our threat model, we consider that PMUs in the WAMCS
can be compromised by FDI attackers (e.g., rewriting the pro-
gram settings, or stealing the secret information for data com-
munication). Note that, in smart grid CPS, a single piece of false
measurement data may not have significant impact on system op-
erations, because the system is capable of correcting trivial faults
or mistakes. However, the system may not be able to auto-correct
in the event that consecutive falsemeasurement data are received;
consequently, resulting in system failures. As such, to successfully
launch an FDI attack in practice, attackers usually recklessly and
persistently inject false measurement data once they have an op-
portunity. This is the behavior pattern of FDI attackers we consider
in the threat model.

3.3. Design goals

Based on the aforementioned system model and threat model,
our design goals are to develop an accurate, efficient, and scalable
FDD method in smart grid CPS. Specifically, the following specific
objectives should be achieved.

Accuracy: The devisedmethod is able to effectively detect smart
FDI attacks, achieving both high detection rate and low false alarm
rate.

Efficiency: The detection method should not introduce addi-
tional computational burden to the system, particularly to the CC
inherent in traditional FDD schemes.

Scalability: The smart grid CPS needs to be scalable (similar to a
cloud system) by allowing new devices to be added, etc., without
incurring expensive (financial) costs.
4. Proposed DHCDmethod

In this section, we present the proposed DHCD method, which
is composed of two steps (subsections): collaborative FDD and
determination of compromised PMU. In the first step, we employ
a set of rule specifications to identify anomalous measurement
data reported by the PMU. Then, in the second step, we devise a
reputation system with an ARU algorithm to monitor and assess
PMUs’ overall behaviors in order to further detect compromised
PMU.

4.1. Collaborative FDD

In normal operational circumstances, the power grid operates
in a stable status. In other words, all state variables vary in a
mutual balanced manner according to Kirchhoff’s law, demand-
response constraints, etc. As such, any change of a variable state
on one bus or transmission line, resulting from either the normal
demand variation or system faults, would lead to corresponding
state changes of the same and/or other variables on interconnected
buses or transmission lines. For example, as shown in Fig. 3, the
contouring maps with comparison are plotted, which describe the
distribution of the current amplitude on each transmission line (a)
before and (b) after an open circuit event on transmission line from
Bus 16 to Bus 17. As shown in Fig. 3(b), after the occurrence of this
open circuit event, the current amplitude values near Line 16 to 17
shift. The closer to this line, the more the value changes.

In contrast, if only some changes of variable states occur on
one bus, without a corresponding shift in the parallel variables of
interconnected buses, such changes can be regarded as anomalous.
These anomalies may originate from either malfunction of PMU
devices or malicious activities due to compromised PMUs. In this
paper, we only consider possible malicious activities rather than
device malfunction, as there are many existing approaches to
address issues relating to device malfunction. Based on the inter-
correlations of power systems, we design a collaborative detection
method to detect anomalous measurement data reported by
PMUs [6,29].

4.1.1. Normal rule specifications
When power system is under normal operation, all state

variables must naturally follow some constraints and hold some
properties. Let us take active power P as an example, which should
obey the following rules:

• Pmin < P t < Pmax: P at any time under stable status must vary
within an experienced range [Pmin, Pmax].
• |P t

− P t−1
| < P∆: The variation of P within one time interval

should be less than an experienced threshold P∆.
• |P t

in − P t
out | < Ploss: The difference of P flowing into a bus and

flowing out the bus ought to be less than an experienced power
loss threshold Ploss.
• Other more complicated rules.

As such, we pre-define some rule specifications as listed in
Table 1 that PMUs have to coincide with in the stable status. These
rule specifications serve as the basis of our method to identify the
anomalous measurement data (for convenience, the superscript t
is omitted).

To represent the results of whether the rule specifications have
been violated, we employ a binary system, where ‘‘0’’ denotes that
the measurement data of one variable follows the relevant rule
specification and ‘‘1’’ indicates a violation. A binary sequence with
length E (E is the number of rule specifications, and here E is 4)
is utilized to represent the conjunctive results pertaining to the
entire measurement data. For instance, ‘‘1001’’ denotes that both
rules 1 and 4 are violated. A non violation of the conjunctive four
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Fig. 3. Comparison of contouring maps describing the distribution of current amplitude on transmission lines: (a) before open circuit and (b) after open circuit on line from
Bus 16 to 17 (marked by a red circle) in IEEE-39 bus system. As the bar shows, red area denotes high current amplitude while blue area denotes low current amplitude. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 1
Rules specifications for PMUs in stable status.

Index Variable Rule description

1 Active power angle 1δ < δ∆
2 (Phase A) voltage amplitude 1V < V∆
3 Load Mvar 1LMvar < LMvar∆
4 Load MW 1LMW < LMW∆

rule specifications is represented by ‘‘0000’’, which is our baseline
of PMUs’ behaviors.

In order to assess to what extent each piece of measurement
data is anomalous, we introduce a normalized Euclidean distance
strategy to determine the anomalous level lt , which is shown as
follows:

lt = D0(seqt , seq0), (1)

where seqt is the binary sequence representing the conjunctive
results of measurement data at time t , while seq0 = ‘‘0000’’ is
the baseline. D0 is the normalized Euclidean distance of the two
sequences seqt and seq0. Euclidean distance is the square root
of the sum of results that are different between two sequences.
For example, the Euclidean distance between sequence ‘‘1001’’
and the baseline ‘‘0000’’ is

√
12 + 0+ 0+ 12 ≈ 1.414. Then,

the anomalous level l is computed by the normalized distance, i.e.,
1.414/

√
12 + 12 + 12 + 12 ≈ 0.707.

4.1.2. FDD algorithm with iterative majority voting
Fig. 4 shows the distributed host-based collaborative FDD sys-

tem, where each host monitor (HM) is responsible for monitor-
ing and assessing the behaviors of its administrated PMU. Let
M = {M1,M2, . . . ,MN} denote the set of monitors and U =

{U1,U2, . . . ,UN} the set of PMUs, where N is the total number of
HMs or PMUs. HMs communicate among each other following the
connection pattern of the PMUs, which means each HM only com-
municateswith HMs that theirmonitored PMUs have interconnec-
tion relations.

As stated above, we utilize the inter-correlations between
the state variables to build our detection method. Algorithm 1
outlines the FDD algorithm with iterative majority voting process.
Concretely, set M is initialized as M = {M1,M2, . . . ,MN}, and
a flag variable repeat_flag as ‘‘0’’. Note that repeat_flag = ‘‘0’’
indicates that the procedure does not need to be repeated, while
repeat_flag = ‘‘1’’ indicates the need to repeat the procedure. Next,
each monitor Mi ∈ M determines the conjunctive result Rt

i of
current piece of measurement data, and broadcasts the result to
Fig. 4. The distributed host-based collaborative FDD system.

Fig. 5. An example of the conjunctive results transmitted between HMs.

neighboring connected monitors Mi = {Mj|Mj ∼ Mi}. An example
is shown in Fig. 5.
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Then,Mi launches the false data identification process. If there is
no bit ‘‘1’’ in the result Rt

i , then no false data is detected. Otherwise,
Mi needs to determine howmany of its connectedmonitors have a
bit ‘‘1’’ in their conjunctive resultsRt

j . Ifmore than or equal to half of
the connectedmonitors have a bit ‘‘1’’ at the same position in Rt

j ,Mi
concludes that Ui has reported a piece of false measurement data;
otherwise, Rt

i is tentatively considered suspicious. After allMi ∈M
have concluded the first procedure, the termination criterion is
determined. If repeat_flag == ‘‘1’’, this procedure is repeated to
further identify the false data; otherwise, the procedure goes to the
end.

Algorithm 1 FDD Algorithm
1: initialization: M = {M1,M2, · · · ,MN }, Upperbound = 5, Iteration =

0, repeat_flag = ‘‘0’’
2: procedure
3: for each monitorMi ∈M do
4: (1). determines the conjunctive result Rt

i of current piece of
measurement data.

5: (2). broadcasts the result Rt
i to the neighboring connected

monitors Mi = {Mj|Mj ∼ Mi}.
6: (3). identifies false data:
7: if there is no bit ‘‘1’’ in the result Rt

i then
8: output: no false data detected.
9: else ifmore than or equal to half of the monitors in Mi hold bit

‘‘0" at the same position in the result Rt
j then

10: (a). output: false data detected.
11: (b). removes Mi from M and its connections with other

monitors.
12: else
13: (a). keeps Rt

i as suspicious result.
14: (b). repeat_flag = ‘‘1’’.
15: end if
16: end for
17: (4). judges the termination criteria:
18: if repeat_flag == ‘‘1’’ and Iteration < Upperbound then
19: (a). repeats procedure.
20: (b). Iteration = Iteration+ 1.
21: else
22: ends the procedure.
23: end if
24: end procedure

4.2. Determination of compromised PMU

FDD step is a critical process to detect false data, but it is not
sufficient to identify compromised PMUs. Therefore, in the second
step, we employ a reputation-based algorithm to monitor and
assess the PMUs’ overall behaviors over a period of time, which
allows us to identify compromised PMUs if their reputation level
drops below an acceptable threshold [11,31].

Specifically, in this subsection, we first model the probability
distribution of the anomalous level of measurement data with
a Beta distribution. Then, we estimate its two shape parameters
α and β using maximum likelihood estimation (MLE) and
Newton–Raphson method. Then, a detailed description of an
adaptive reputation updating (ARU) algorithm is presented.

4.2.1. Probability distribution of anomalous level
Let random variable X be the anomalous level of a piece ofmea-

surement data, where X can either be 0 or 1 and it is determined
by the normalized Euclidean distance (see Section 4.1.1). Particu-
larly, X = 0 represents compliance of the rule specifications, while
X = 1 represents a violation. Here, to determine the exact distribu-
tion of the probabilities of different anomalous level and its future
values, we model the random variable X using a Beta(α, β) distri-
bution. Beta distribution family can represent a collection of prob-
ability distributions, and can be used to depict a prior distribution
of an unknown distribution with only a series of collected obser-
vations.

The probability density function (pdf) of a Beta distribution is

f (x;α, β) =
Γ (α + β)

Γ (α)Γ (β)
xα−1(1− x)β−1, (2)

where α and β are the two shape parameters. The mean value of a
Beta distribution is

µ = E[X] =
 1

0
x
Γ (α + β)

Γ (α)Γ (β)
xα−1(1− x)β−1dx =

α

α + β
. (3)

To obtain the exact distribution of X , we estimate the
parameters α and β using a well-known method MLE. We sup-
pose that the n independent and identically distributed observa-
tions {x1, x2, . . . , xn} are from an unknown distribution with pdf
f0(·|θ), θ is a vector of parameters. As for our model, the Beta dis-
tribution, θ = [α β]. By using MLE, we formulate the joint den-
sity probability function of these n independent and identically
distributed observations {x1, x2, . . . , xn} as

f (x1, x2, . . . , xn | α, β) =
n

i=1

f (xi | α, β). (4)

Now we look at this equation from a different perspective by
fixing the observed samples {x1, x2, . . . , xn} of this function, then
α, β are the variables of the function that we call the likelihood:

L(α, β | x1, x2, . . . , xn) =
n

i=1

f (xi | α, β). (5)

In most cases, it is easier to work with the natural logarithm of the
likelihood function. We rewrite it as

lnL(α, β | x1, x2, . . . , xn) = ln
n

i=1

f (xi | α, β)

=

n
i=1

ln

Γ (α + β)

Γ (α)Γ (β)
xiα−1(1− xi)β−1


= n lnΓ (α + β)− n[lnΓ (α)+ lnΓ (β)]

+ (α − 1)
n

i=1

ln xi + (β − 1)
n

i=1

ln(1− xi). (6)

Then, we have to find the optimal values of α and β that maximize
lnL(α, β | x1, . . . , xn). Since logarithm is a strictly monotonically
increasing function, the maximum value, if it exists, could be
calculated by
∂ lnL

∂α
= 0

∂ lnL

∂β
= 0.

(7)

That is

g1(α, β) = ψ(α)− ψ(α + β)−
1
n

n
i=1

ln xi = 0 (8)

g2(α, β) = ψ(β)− ψ(α + β)−
1
n

n
i=1

ln(1− xi) = 0 (9)

where ψ(x) is the digamma function defined as
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ψ(x) =
d
dx

lnΓ (x) =
Γ ′(x)
Γ (x)

. (10)

There is no closed-form solution to Eqs. (8) and (9), so we use
the Newton–Raphson method to find the approximate roots. The
parameters θ̂ = [α̂ β̂] can be iteratively estimated by [4]

θ̂i+1 = θ̂i −
g(θ̂i)
Jg(θ̂i)

, (11)

where g = [g1 g2], and Jg(θ̂i) is an 2 × 2 Jacobian matrix defined
over the function vector g(θ̂i) defined as

dg1

dα
dg1

dβ
dg2

dα
dg2

dβ

 (12)

with

dg1

dα
= ψ ′(α)− ψ ′(α + β) (13)

dg1

dβ
=

dg2

dα
= −ψ ′(α + β) (14)

dg2

dβ
= ψ ′(β)− ψ ′(α + β). (15)

This Newton–Raphson method converges when the estimates of
θ̂ and β̂ change by less than an acceptable threshold with each
successive iteration.

4.2.2. ARU algorithm
With the exact probability distribution of the anomalous level,

we can obtain its expectation valueµ, which is the best indicator of
the overall performance of the PMUs over the observation period.
Here, we define the history reputation level of a PMU as

T = 1− µ =
β

α + β
. (16)

While, a dependable reputation system should be able to
adaptively adjust the reputation values according to dynamic
behavioral changes [37]. Thus, in this paper, we incorporate the
history reputation level and the subsequent behavior fluctuations
of PMUs to assess their real-time reputation levels. In addition,
adaptive parameters are used to allow different impacts due to the
reputation levels with different behavior observations. The real-
time reputation level of a PMU is then defined as

T t
= ω · Th + (1− ω) · T t

u

= ω ·
β

α + β
+ (1− ω) ·

λg · N t
g + 1

λg · N t
g + λ

t
b · N

t
b + 1

, (17)

where Th is the history reputation level of a PMU, and T t
u is the up-

dating reputation level at time instant t . ω is the weight assigned
for the history reputation level to evaluate the importance of his-
tory experience to the real-time reputation level, while 1 − ω is
for the updating reputation level to evaluate the impacts of recent
performance to the real-time reputation level [25]. N t

g and N t
b de-

note the cumulative number of observations regarding ‘‘good’’ data
(not false data) and ‘‘bad’’ data (false data) of a PMU, respectively.
Correspondingly, λg and λtb are designed as the impact factors for
‘‘good’’ data and ‘‘bad’’ data. It is natural that, from the social per-
spective, one needs to spend a longer period of time performing
successive good behaviors to establish a high reputation level, yet
only a few bad behaviors would adversely affect the reputation
built over time [38]. As such, we penalize the PMUs when ‘‘bad’’
Algorithm 2 Adaptive Reputation Updating Algorithm
1: procedure
2: Input: N t−1

g , N t−1
b , λg , λt−1b , St−1b , τ

3: if the judgement result of current data is ‘‘good" then
4: N t

g ← N t−1
g + 1;

5: Stb ← 0;
6: else
7: N t

b ← N t−1
b + 1;

8: Stb ← St−1b + 1;
9: if Stb > 1 then
10: λtb = λ

t−1
b · e

τ
;

11: end if
12: end if
13: Compute updating reputation level by:

14: T t
u =

λg ·Nt
g+1

λg ·Nt
g+λ

t
b·N

t
b+1

,
15: and the overall reputation level by:

16: T t
= ω ·

β

α+β
+ (1− ω) ·

λg ·Nt
g+1

λg ·Nt
g+λ

t
b·N

t
b+1

.

17: Output: T t .
18: end procedure

data are observed. In our algorithm, λtb is designed relatively larger
than λg , and λtb will be increased if successive ‘‘bad’’ data are ob-
served to amplify the impacts.

Algorithm 2 presents the ARU procedure, where Stb denotes the
number of successive observations of ‘‘bad’’ data. They increment
by 1 when corresponding behavior occurs. If successive ‘‘bad’’ data
are observed, the corresponding impact factor λtb will be increased
by λt−1b · (e

τ
− 1), otherwise, the counter for successive ‘‘bad’’ ob-

servations Stb will be reset to 0 and the impact factor λtb remains
unchanged. Here, τ is initialized as a small value (e.g., 0.0001) in
our experiments, and can be adjusted according to different appli-
cation environments.

With the real-time reputation level of each PMU, it is easy to
identify the compromised PMU by testing the following binary
hypothesis:
H0: PMU Uj is compromised, if T t

j < Dth
H1: PMU Uj is not compromised, otherwise. (18)

where Dth is an acceptable detection threshold. This hypothesis is
tested once the reputation level is updated in order to ensure real-
time detection.

5. Performance evaluation

In this section, we present a set of simulation experiments
and the results to demonstrate the efficacy of our proposed
DHCD method, including the collaborative FDD process and
determination of compromised PMU process. Fig. 6 shows the
IEEE 39-bus power system that is used as a benchmark system in
our simulation experiments. IEEE 39-bus power system is a well-
known New England power system with 10 generators, 39 buses,
and46 transmission lines,which is commonly used as a benchmark
system to test and verify new schemes [22,1,41]. Combined with
the PowerWorld simulator [5], the power system can provide
real-time, accurate and precise state information of the power
system. Our experiments are conducted using the PowerWorld
simulator on an IEEE standard 39-bus power system, where a
number of scenarios are simulated and corresponding real-time
measurement data from PMUs are collected. These data are then
used to evaluate our proposed DHCD method in MATLAB. The key
parameters are summarized in Table 2.
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Fig. 6. IEEE 39-bus power system.

Table 2
Simulation parameters.

Parameter Default setting

Th 0.8
ω 0.4
λg 0.1
λ0b 0.5
Sb 10
τ 0.001
Dth 0.6
Number of PMUs: N 39
Number of samples of each test: K 1000
State variables that collected δ, V , LMvar , LMW

5.1. Efficacy of FDD algorithm

In this section, we simulate two groups of simulation experi-
ments. The first group shows that only one piece of the four rule
specifications is violated (with a single ‘‘1’’ in Rt

j ). In contrast, the
second group shows that multiple pieces of the four rule specifica-
tions are violated (with multiple ‘‘1’’s in Rt

j ). Further, as shown in
Fig. 7, each group is divided into four different cases: (a) single, (b)
sparse, (c) random, and (d) dense, representing four distribution
types of false measurement data. To be specific, case (a) describes
that only single PMU is insertedwith falsemeasurement data; case
(b) describes that multiple sparsely distributed PMUs are inserted
with false measurement data; case (c) describes that multiple ran-
domly distributed PMUs are insertedwith falsemeasurement data;
and case (d) describes that multiple densely distributed PMUs are
inserted with false measurement data.

Tables 3 and 4 show the simulation results in terms of the
detection rate and the average iterations of the FDD algorithm
for detecting false measurement data with single violated rule
and multiple violated rules, respectively. We observe from both
Tables 3 and 4 that, either singly or sparsely distributed PMU(s)
with inserted falsemeasurement data can be easily detected by our
FDD algorithm with a 100% detection rate. As for either randomly
or densely distributed PMUs with inserted false measurement
data, FDD has a high detection rate but not 100%. The reason
is that, in most cases, the collaborative FDD performs well for
detecting anomalous data when these corresponding PMUs are
(a) Single. (b) Sparse.

(c) Random. (d) Dense.

Fig. 7. Four different cases of the distribution of PMUs with inserted false
measurement data: single, sparse, random, and dense.

Table 3
The detection rate and the average iterations of FDD algorithm with single rule
violated false measurement data under four different distribution types. The
number of PMUs with false measurement data is 6.

Distribution type Detection rate Average iterations

Single 100.0% 1.000
Sparse 100.0% 1.000
Random 97.1% 1.173
Dense 80.4% 2.071

Table 4
The detection rate and the average iterations of FDD algorithm with multiple
rules violated false measurement data under four different distribution types. The
number of PMUs with false measurement data is 6.

Distribution type Detection rate Average iterations

Single 100.0% 1.000
Sparse 100.0% 1.000
Random 97.9% 1.107
Dense 93.7% 1.520

located near the inner regions of the grid. The anomalies can be
identified by starting from theperipheral PMUs at the first iteration
to the inner PMUs at the subsequent iterations. While, in some
extreme and rare cases, if these anomalous PMUs are concentrated
at the marginal regions of the grid, only peripheral PMUs in the
vicinity of the inner regions can be identified. After the first or
two iterations, the peripheral anomalous PMUs can be identified
and their connections to other PMUs removed. Therefore, other
anomalous PMUs in marginal regions may be isolated with only
anomalous neighboring PMUs. They can colludewith each other to
mutually protect each other by showing the same results Rt

i . Such
extreme cases may occur in dense distribution type simulation
experiments, so the dense type holds relatively lower detection
rate in both group one and group two.

The average iterations for either singly or sparsely distributed
PMU(s) with inserted false measurement data in both group one
and group two are 1.000, as the inserted anomalous data of
these two types can be easily identified by collaborative detection
with only one iteration. In random distribution type, the average
iterations are 1.173 and 1.107 for the two groups, respectively. This



B. Li et al. / J. Parallel Distrib. Comput. 103 (2017) 32–41 39
Fig. 8. The average iterations needed for FDD algorithm versus different numbers
of PMUswith falsemeasurement data. Two groups of false data: single rule violated
and multiple rules violated are compared.

Fig. 9. The detection rate of FDD algorithm versus different numbers of PMUs with
false measurement data. Two groups of false data: single rule violated andmultiple
rules violated are compared.

means that one round FDD can successfully detect the inserted
false data, but in some situations, it requires another one to
two rounds to detect the false data. Note that, in our simulation
experiments, for undetected false data, the number of iterations
is set as 5, the upper bound of FDD algorithm. As for the densely
distribution type, the average iterations are 2.071 and 1.0520
respectively. This shows that, compared with random distribution
type, more cases require additional FDD iterations to detect the
inner false data.

Interestingly, the simulation results also show that, group two
simulations can achieve a higher or equal detection rate with
fewer average iterations than group one. This is because our FDD
algorithm detects the false data when at least one rule is violated,
so in group two it is much easier for FDD to detect the anomalous
data.

In addition to the above results, we studied the relationship
between the average iterations and the number of PMUswith false
data under random distribution type as shown in Fig. 8, and the
corresponding detection rate as well in Fig. 9. Clearly, the value
of the average iterations increases, and eventually up to 5, the
upper bound, as the increase in the number of PMUs with false
data. Correspondingly, the value of the detection rate drops from
1 to 0 while the number of PMUs with false data increases. We
also observe similar results in the sense that both values of the
average iterations and the detection rate ofmultiple rules violation
outperformed the single rule violated data.
Fig. 10. The reputation level of a PMU under different ωs (Th = 0.8,Dth =

0.6, Sb = 10, λ0b = 0.5).

Fig. 11. The reputation level of a PMU under different Dths (Th = 0.8, ω =
0.4, Sb = 10, λ0b = 0.5).

5.2. Identification of compromised PMUs with Our reputation system

The performance of our reputation system can be affected by
the following critical parameters: (1)ω, theweight assigned for the
history reputation level; (2)Dth, the detection threshold; (3) λb, the
impact factor; and (4) Stb, the number of successive observations of
bad data.

Fig. 10 shows the fluctuations of a PMU’s reputation level under
differentωs. Three FDI events, each lasting 10 samples, are inserted
into the PMU’s measurement data. This figure shows that, the
higher the ω is, the more the current reputation level T t relies on
its history value Th. Particularly, ω = 0.0 indicates that T t

= Th,
and ω = 1.0 indicates that T t

= T t
u .

Fig. 11 shows the fluctuations of a PMU’s reputation level under
different Dths. Six FDI events, each lasting 10 samples, are inserted
into the PMU’smeasurement data.Weobserve from this figure that
higher Dths hold a lower tolerance to PMUs’ ‘‘bad’’ behaviors, while
lowerDths havehigher tolerance to PMUs’ ‘‘bad’’ behaviors. In other
words, higherDths aremore sensitive than lowerDths. For example,
when Dth = 0.65, our reputation system raises an alarm when the
first FDI event is inserted.

The relationship between the reputation level and the λ0b is
plotted in Fig. 12. Three FDI events, each lasting 10 samples, are
inserted into the PMU’s measurement data. Clearly, the higher
the λ0b , the more adverse the consequence of penalty to the
reputation level, which means that the reputation level decreases
significantly.
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Fig. 12. The reputation level of a PMU under different λ0bs (Th = 0.8, ω =
0.4,Dth = 0.6, Sb = 10).

Fig. 13. The reputation level of a PMU under different Sb (Th = 0.8, ω = 0.4,Dth =

0.6, λ0b = 0.5).

A similar relationship between the reputation level and the Sb
is plotted in Fig. 13. Also, three FDI events but different lengths
are inserted into the PMU’s measurement data. Similar to Fig. 12,
this figure shows that the larger the Sb, the more significance the
penalty has on the reputation level, as large Sb results inmore times
of λtb adjustment, i.e., λtb = λ

t−1
b ∗ e

τ . For instance, with Dth = 0.6,
the reputation level drops quickly below Dth if Sb = 30.

6. Conclusions

In this paper, we proposed a novel DHCD method to identify
and mitigate FDI attacks in smart grid CPS. Specifically, a rule
specification based real-time collaborative detection system was
designed to identify the anomalies of measurement data. In
addition, a new reputation system with an ARU algorithm
was presented to evaluate the overall running status of the
PMUs, which can be used to identify compromised PMUs. We
then demonstrated the utility of the proposed approach using
simulations of the IEEE 39-bus power system.

As previously discussed, our method is designed to detect the
malicious activities resulting in the anomaly of measurement data.
Future work would include extending the proposed approach to
capture power system faults (e.g., voltage disturbance, open circuit,
and short circuit).
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